
INTRODUCTION

Natural convections play important roles in the indoor
environment formations such as in panel heating systems or
in various passive solar houses etc. Recently CFD simulations
have been utilized widely for the investigations of indoor air
environments.  However, their quantitative validations are
not yet satisfactory, especially for natural convections in
enclosures.  Main reasons why the reliability of CFD
simulations is not yet satisfactory are as follows. Firstly,
natural convection flows in large, three dimensional (3-D)
spaces usually show complicated flow and turbulence
properties, so available turbulence models based upon high
Reynolds number flows may not work well for the
quantitatively precise predictions.  Secondly, although many
researchers reported detailed experiments of natural
convections, they were limited to two dimensional cases [1] or
treated the cases in which only vertical walls were heated or
cooled [2]. However, natural convection of 3-D rooms with a
heated bottom wall (floor) are important from the practical
viewpoint and reliable experimental data for those cases are
not available or may be very few [3].

In the present study, flow and temperature fields were
measured for natural convection caused in 3-D test space
filled with water.  In order to realize a residential room with
a floor panel heating system, the bottom wall surface of the
test room was uniformly heated and one of the vertical walls
was cooled to keep the surface temperature almost constant.
In order to ensure turbulent flow fields, all experiments were
performed at sufficiently high Rayleigh number, however,
turbulent fluctuations were not measured and only time
averaged quantity was measured both in flow and temperature
fields in this study.

Flow fields of natural convection in 3-D rooms are
complicated ones and have some peculiar turbulent properties.
Although the flow fields are mainly induced by a temperature
difference between wall surface and room air,  the
temperature difference is at most 20~40℃, then very low air
movements occur throughout the room.  As for the results of
a scale model experiments performed in this study, thin
boundary layers are formed along the heated bottom wall and

the cold vertical wall, and greater part of the space is occupied
with a core region in which the temperature is almost uniform
and no flow occurs.  However, the core region is not in
perfectly stationary state and some small and gentle motions
are observed.  In short, the region of fully developed
turbulent flow (isotropic turbulence) does not exist except the
thin area in the boundary layers and greater part of it is
occupied with the core region showing unclear properties.

 Available turbulence models based upon high Reynolds
number flow seem to be inappropriate to predict such unique
flow fields numerically, that is, large eddy simulation (LES)
or direct numerical simulation of Navier-Stokes equation
(DNS) should be preferable.  However, since room thermal
environments are essentially transient phenomena, long term
unsteady calculations are often required to evaluate, for
instance, the efficiency of heating or cooling systems.   LES
may not be applicable in such calculations, for unrealistic
computer efforts are required.  Consequently, many
researchers or engineers are obliged to apply standard k-�
model or, at most, its modified versions from the practical
point of view.

Some numerical studies have been presented on the
simulations of natural convection in enclosures [4],[5],
however, most of them were treating 2-D calculations and
comparing with the experimental results performed by
Cheeseright [1]  in which detailed temperature and flow
fields were measured for 2-D space with a vertical hot surface
and a cold surface facing each other.  In those researches,
standard k-εmodel and some types of low Reynolds number
models were used.  Chen[5] compared some turbulence
models including two-layer model [6] and reported that two
layer model is most preferable in the calculation of heat
transfer.  These turbulent models have been investigated by
many researchers, however, examples applied to 3-D spaces
are very few especially to spaces with a heated bottom surface.
Ozoe et al. [7] calculated 3-D natural convection in a cubic
enclosure with the bottom surface heated and obtained
interesting results, however, the quantitative validation was
not sufficient.

In this study, some turbulence models were assessed
through comparisons of calculated results with
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ABSTRACT

Flow and temperature distributions were measured for natural convection in a rectangular enclosure filled with water.  In
order to express a scale model of a residential room with a floor heating system, one of the vertical walls of the test space was
cooled to keep the surface temperature almost constant and the bottom wall surface was uniformly heated.  Experiments
were performed at the Rayleigh number 1.9x1010~ 3.8x1010.   PTV( Particle Tracking Velocimetry ) method was applied to
measure very slow flow fields, and thermocouple device was employed for temperature field measurements.  At near wall
regions, detailed data were obtained mainly in a center vertical plane under several heating conditions.

Measured data are compared with the calculated results. In the calculations, several turbulence models were compared
such as standard k-εmodel with wall functions, two layer model and low Reynolds number k-εmodels.  None of the
models give satisfactory results, however, the results of two-layer model are more acceptable than those of other models.
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experimental data.  The models were limited to the k-ε
two-equation model and its modified versions, because the
aim of the present study is to evaluate the accuracy of
practically applicable models to long term unsteady
simulations [8].  A CFD code  'SCIENCE' developed by
authors [9] was used for all calculations.

EXPERIMENT

Experimental setup

Schematic of experimental apparatus is shown in Fig.1.
As a test space, L×L×L cubic chamber was used, where
L=400mm.  It is filled with pure water up to the top of a slit
which is set up at the center (y=0.5L) of the upper wall( No.6).
The bottom wall of the test space(wall No.5) is made of 15mm
thick resin board (bakelite) .   At the inner surface of it, thin
stainless steel sheets,  the thickness of which is 50� m, are
pasted. The sheets are connected each other in a series.
Then, uniform heat flux conditions are realized by supplying
electric power to the stainless sheets directly.  A 50mm thick
insulating material is inserted under the resin board.

The cold wall (wall No.1) is a kind of water jacket made of
thick copper plate having eight vertical channels in the back
side of it.  The cooled water is supplied to the each channel
separately through a brass tube which has a small valve to
adjust the flow rate of the supply water to keep the inner
surface temperature uniform.  In order to lower the large
temperature fluctuation of discharged water from the
refrigerator, a water tank (capacity tank) and two electro-
magnetic valves are installed in the cold water circuit.  This
realized the temperature fluctuation of the inlet water within
±0.1C°.   The other walls (wall No. 2,3,4 and 6) are made of
15mm thick acrylic boards.

Measurements of temperature fields

The surface temperature of the bottom wall was measured
inserting 0.1mm diameter thermocouples (T.C.) on the back
of the stainless heater.  To measure the cold surface
temperature, small holes were dug from the back side surface
of the cold wall to near the inner surface, then, 0.1mm
diameter thermocouples were put into the holes.   Fig. 2
gives examples of measured data of these surface
temperatures.

As a reference, temperature data at the vicinity of both the
hot surface (about 1mm from the hot surface) and the cold
surface (about 0.5mm from the cold surface) are also shown.
All data were measured using a data logger the sampling
interval of which was set two second.   The temperature
fluctuation near the bottom surface is fairly large, while that
of near the cold surface is relatively small and almost
disappes at the cold surface.   Because of the small heat

capacity of the stainless heater, the surface temperature is
affected by the  water temperature fluctuation. This large
temperature fluctuation near the bottom surface may be a
unique characteristic of the natural convection caused by a
horizontal heated plate in a closed space.

Since the distributions of the inner surface temperature
of other walls (wall No. 2,3,4 and 6) were almost uniform,
they were measured  at only one point, i.e. at the center of
each wall using a surface type T.C. together with the outer
surface temperature at the corresponding positions. For the
temperature field measurement, two different methods were
used in this study.  A preliminary experiment revealed that a
large recirculating flow occurred in the test space, however,
the boundary layer along walls were very thin and a greater
part of the space was occupied by a nearly stagnant core
region.    A T.C. holder that has eight T.C. junctions was
used to measure temperature distributions of the core region
with a 3-D traversing unit that is capable of setting positions
with the accuracy of ±0.1mm.   For the measurement of
near wall regions, a device shown in Fig.3 was used to
determine the position of T.C. junction exactly. The device is
moved slowly downward to the surface. At first, the metal
detector made of brass reaches the surface, then, the metal
cylinder is moved down by a precise positioning device like a
micrometer. When the tip of the metal cylinder touches the
metal detector, the position of T.C. junction is determined.
This method enabled to determine the distance of T.C. from
the wall surface with the accuracy of ±0.03mm.

Measurements of Flow Fields

An image processing technique was applied to measure
the flow fields.  In the test space shown in Fig.1, large
counter clockwise recirculation occurred in the x-z plane and
flows in the central vertical plane (y=0.5L) may be regarded
as two dimension.  In this study, only flow field in the
central plane was measured.  It was visualized with tracer
particles and a laser light sheet.  5W laser light sources were
used to light up the vertical cross section.  The diameter of
the tracer particles is 75~150� m and its specific weight is
1.01.   The visualized flow pattern was recorded on a VTR
with a CCD video camera and was analyzed with an image

Fig.1 Experimental setup.

Fig.3  Device to determine the position of wall surface
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processing technique, PTV (Particle Tracking Velocimetry).
The algorithm of the PTV is based upon a method of tracing
the gravity center of several tracer particles on four flames
sequentially recorded at the same time intervals of 1/30 sec.
Since the boundary layer along walls are very thin, only a few
tracer particles were observed in it. Therefore, in order to
increase the screen image resolution, regions along the hot or
cold surface were divided into four areas in the image taking
respectively.  However, only 20~50 velocity vectors were
determined per one data sampling process in each area.
Therefore, the sampling process were repeated about fifty
times for the same image taking area, then, the determined
velocity vectors were superimposed in it.   Consequently,
about 1000~2000 instantaneous velocity vectors were
obtained in the image taking area.

Experimental conditions

Experiments are classified according as the heated area of
the hot wall surface. In this study, experiments for five
different conditions as is shown in Table 1 are carried out  In
case1-1~case1-3, the whole area of the bottom surface is
heated , while a half area (0<x<L/2) is heated in case2-1 and
the rest area (L/2<x<L) is heated in case2-2.  QH is electric
power input supplied from an apparatus which is able to keep
supplying voltage constant.  Then, the power input is kept
constant exactly throughout the experiment. It required about
24 hours that the thermal conditions became steady in all
cases.  The uniformity of the local heat flux qH at the heater
surface was confirmed through the preliminary experiment..

As the experiments were carried out in an air-conditioned
room, air temperature surrounding the test space were kept in
the range of 20 to 25 C°.  This guaranteed the small
temperature difference between the test space and the
surroundings although the thermal insulation of walls is not
sufficient.  For all experimental cases, the ratio of the heat
loss through each wall to the power input QH was less than
1%, namely, the amount of heat supplied at the bottom wall
surface is nearly equal to that removed at the cold surface.
    The major parameter that determine the structure of
natural convection in enclosures is the Rayleigh number and
is defined

να
θβ 3Lg

Ra
∆

= .

(1)
Here, g is  gravitational acceleration, � is coefficient of
volume expansion, �  is kinematic viscosity, and �  is
thermal　diffusivity. The reference temperature �� is defined
as

avgcavgh ,, θθθ −=∆ ,

where, �H,avg is the averaged value of heated surface

temperatures �H measured at 16 points and �c,avg is that of
the cold surface temperature �c.  As is mentioned in §2.2,
all instantaneous temperatures are measured at the sampling
intervals of 2 sec.  In order to obtain �c  and �H,  900
instantaneous values (corresponding to the data during 1800
sec) are averaged at all measuring points.   �c was
measured at 28 points and |�c,avg-�c| was within 0.3ºC
through all experimental cases, namely, the condition of

constant temperature is established fairly well at the cold
surface.

  �� is derived using �c,avg and �h,avg for all cases, then,
Rayleigh numbers in the present study are determined.  For
case 1-1, case 1-2, case 1-3, Rayleigh numbers were 1.9×1010

(�c,avg=13.0°C, �H,avg=26.4°C, ��=13.4°C), 3.0×1010

(�c,avg=15.2°C, �H,avg=36.7°C, ��=21.5°C) and 3.8×1010

(�c,avg=17.3°C, �H,avg=44.4°C, ��=27.1°C), respectively.
In all cases, Ra numbers may be large enough to realize an
actual room conditions using the test space shown in Fig.1.

CALUCULATION

Turbulence model

In this study, three turbulence models, (ⅰ)standard type k-
�  model, (ⅱ)low Reynolds number k-�  model and (ⅲ)two
layer k-�  model, were compared with measured data obtained
in this study. They are introduced briefly below.

Standard k-� Model

The standard type k-�  model (ST model) is widely used in
the calculations of airflows and thermal environments in
rooms.  Usually it is applied with a wall function (WF)
bridging the laminar sub-layer in near wall regions.
However, as is shown later, the boundary layers are very thin,
therefore, calculating grids should be fine enough to be able to
resolve the thin layer including the laminar sub-layer.
Therefore, a wall function applicable to the laminar sub-layer
is employed in the present study.  The eddy viscosity �t is
defined as

ε
ρµ µ

2k
Ct =                                   (2)

The turbulent energy k and its dissipation rate �  are
calculated from transport equations of k and � respectively.

The wall function used with ST model is as follows [10];
For velocity boundary layer,
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f� in eq.(9) is a function of turbulent Reynolds number Rt and
expresses the damping effect in the near wall viscosity-
affected regions.  f1 ,f2  are also functions considering
viscosity effect in near wall regions.  Although various
models have been proposed about these functions, the
advantage or disadvantage among them is not confirmed well,
then, in the following calculations, Launder-Sharma model
[11] is employed in which E� of eq.(6) is set 0 because of its
unclear physical basis. In the model, f1=1.0, and  f2,, f� are
expressed by
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where, Rt  is defined as  Rt=k2/(ν�).

Two Layer Model

In order to obtain reasonable solutions, LRN model
usually requires high numerical resolution near wall regions,
therefore, computer efforts often increase to be beyond the
performance of available computers.  In order to save
necessary computing grids, 2-Layer k-� model (TL model)
was introduced by Rodi [6].  In the TL model, near wall
region is divided into two layers according as the turbulence
level, one is inner layer (very near wall regions) where
viscosity effect is dominant and the other is outer layer
(regions away from the wall) in which high Reynolds number
flow is dominant and ST model is applied.  In the inner layer,
transport equation of the dissipation rate �  is not solved and
the eddy viscosity �t  and � is calculated with following
simple relations.
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As for the length scale l�, ,l� , some variations are
available.  In this study, a model given by Norris and
Reynolds [12] and by Wolfstein [13] are investigated.  The
Norris and Reynolds model is expressed as
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and A�=50.5 is used. In the Wolfstein model, l� and l� are
expressed in the same form as
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A� and A� are entirely empirical constants and their optimum
values may be different in different phenomena.  Patel et al.
adopted A�=70, A�=5.08 and Launder et al. adopted A�=62.5,
A�=3.8 respectively[6]. Turbulent Reynolds number Rk and a
constant Cl is given as
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where, �l is kinetic viscosity and yn is a distance form the
nearest wall, C�=0.09 and �=0.42.

Calculating Procedure

In order to resolve thin boundary layers, minimum mesh
size near wall grid point should be small enough, however, in
the core regions much coarser grids may be applicable,
therefore, non-uniform mesh systems are used in all
calculations.  The minimum mesh size is different from each

turbulent model and is taken to be 0.05mm
(�x/L,�z/L=1.25×10-4)~ 0.2 mm (�x/L,�z/L=5×10-4) both
for the cold wall and for the hot wall.   The maximum mesh
size is set as 20mm (�x/L,�z/L =0.05) .  Basic equations are
discretized and solved using SIMPLE algorism with power
law scheme.  As the boundary conditions of temperature, a
constant temperature �c,avg is given at the cold surface (x=0)
and uniform heat flux qH =QH/L

2is given at the bottom surface
(z=0).  To determine the surface temperature �H at the
bottom surface, and to evaluate heat flux qw,c at the cold
surface, temperature gradients

00 , == ∂
∂

∂
∂

xz xz
θθ                           (22)

are calculated in the accuracy of 3rd order.  Although steady
calculations are performed in all cases, numerical instability
often occurs in converging process and convergence criteria
are not satisfied automatically because of the fluctuation of
the residuals.  Then, calculation is terminated after 1000
more iterations if following conditions are satisfied,

(ⅰ) Residuals of all variables are small enough.
(ⅱ) Over all heat balance is 0.99<|QC/QH|< 1.01.

here, QC and QH  are the sum of qC and qH  at each surface
respectively.  Calculated values of the last 1000 iterations
are averaged for all variables in order to avoid the difference
arise from the timing to terminate calculations.

RESULTS AND DISCUSSIONS

Some measured results were compared with calculated
results under the conditions that QH  is 1000 W and �c,avg

is15.2 ℃ respectively which correspond to the conditions of
case 1-2.  Although all other cases were also compared with
calculated results and both quantitatively and qualitatively
similar results were obtained, they were not introduced in this

paper because of the limitation of the paper length.

ST model

At first, the effect of the minimum
mesh size was examined varying it from 1.25 mm
to 0.2mm.  From the results, it was proved
that the dependence of calculated results on the
mesh sizes was diminished in case of the minimum mesh size
smaller than 0.4mm.  Then, all calculations with ST model
were performed with the minimum mesh size of 0.2mm.
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(b) Calculation.
Fig.5 Comparison of temperature contours at

y/L=0.5, ST model.



Comparisons of temperature and flow fields in the central
vertical plane are shown in Fig.5 and Fig.6.  As is shown in
Fig.5, calculated results give qualitatively similar tendency in
the temperature field except the corner regions, however,
temperature level is lower in the calculation than in the
experiment.  This is because temperature gradient at x/L=0
surface may be overestimated in the calculation.  Fig.6 is
results for flow fields in the center vertical plane.  Fairly

thick boundary layers are formed in the calculation compared
with the measurement.  Consequently, no good agreements
are obtained in the comparisons of flow and temperature
profiles in the boundary layers. However, although detail data
is not presented in this paper, temperature gradient at the hot
surface and hot surface temperature �H showed better
agreement with measured data than those of other two
models.

LRN model

Examples of calculated results using LRN model are shown
in Fig.7.  In Fig.7 (a), a measured velocity profile in the
boundary layer along cold wall (at z/L=0.375) is compared

with the calculated data and in Fig.7 (b), a measured
temperature profile is compared with the calculate data in the
boundary layer along hot wall (x/L=0.375).  As a parameter,
minimum mesh size is chosen in these calculations.  The
affect of the minimum mesh size on calculated results seems
to disappear for the mesh size smaller than 0.1mm, in other
words, the required minimum mesh size should be at
0.1mm or less.  This means that at least 5 to 7 meshes
should be placed in a near wall layer since non-uniform mesh
system is adopted in this study.  In the LRN model
calculations, only temperature profiles in the boundary layer

along the cold surface agreed well with measured profiles,
however, we did not have good predictions for other cases
except the results for velocity profiles at the upper regions
(z/L�0.875) in the cold wall boundary layer (This data is not
included in this report).

TL model

In the preliminary calculations, the dependence on the
minimum mesh size was checked also for the TL model.  It
was confirmed that the influence of the minimum mesh size
on the results disappeared for the mesh size smaller than
0.3mm, following calculations were performed setting it as
0.1mm.  As for the length scale l�, l�,
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Fig.6 Comparison of velocity distributions at y/L = 0.5, STmodel.
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along the cold wall, while the accuracy of temperature
profiles near the hot wall is poor especially at very near wall
regions as is shown in Fig.8

Evaluations of each model are summarized in Table 2
separately according as variables and as locations.  The
symbols imply the levels of the accuracy of calculations,
namely, ◎ is very good, ○is good, △is a little poor and
× is poor.  ST+TL implies a test case in which ST model is
used for the calculation near the hot wall region and TL
model
is used for that near the cold wall region. Either LRN model
or TL model worked well for the calculations near the cold
wall region.  This may be explained that the turbulence
structure near the hot wall essentially differ from that near the
cold wall, therefore, Van Driest's mixing length hypothesis
which both LRN model and TL model are based upon does
not hold there. The reason why ST+TL model gives best
results may be related to the fact that is described in ‘ST
model’, however, physical basis for the reason is not clear.

          Table 2 Evaluation of each model.

　 cold-� cold-v hot-� hot-v

ST × △ △ △

LRN ◎ ○ ○ △

TL ◎ ◎ △ ○

ST+TL ◎ ◎ ○ ○

CONCLUDING REMARKS

Flow and temperature distributions were measured for
natural convection in a rectangular enclosure filled with water.
To realize a scale model of a residential room with a floor
heating system, one of the vertical walls of the test space was
cooled and the bottom wall surface was uniformly heated.
Experiments were performed at the Rayleigh number
1.9x1010~ 3.8x1010.  Detailed data were obtained mainly in a
center vertical plane under several heating conditions.
Although turbulent components were not measured in this
study, some reliable data were obtained and the data may be
useful to validate available numerical methods.

In the evaluation of calculation methods, three types of
modified k-εmodels were examined. In order to determine
the required minimum mesh sizes near wall layers, the
dependence of calculated results on them were examined
through a parameter study.  All calculations were performed
using the determined minimum mesh sizes with which
practically applicable minimum mesh systems were realized.
Both LRN model and TL model showed good results for the
flow and temperature fields along the cold wall, however,
they didn't work well for those along the hot wall.  This is
explained that the turbulence structure near the hot wall
essentially differ from that near the cold wall, therefore, Van

Driest's mixing length hypothesis which both LRN model and
TL model are based upon does not hold there.  In order to
develop a turbulent model applicable to calculating such
unique flow field, detailed data including turbulence
quantities should be prepared.  This may be the area of our
future study.

NOMENCLATURE

   QH : total heat input of hot wall             [W]
   qC : local heat flux at cold wall surface       [W/m2]
   qH : local heat flux at hot wall surface        [W/m2]
   u : x-directional flow velocity              [cm/s]
    w : z- directional flow velocity             [cm/s]
   θC : local surface temperature of cold surface  [oC]
   θH : local surface temperature of hot surface   [oC]
   θC,avg : wall averaged value of measuredθC   [oC]
   θH,avg : wall averaged value of measuredθH   [oC]
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